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Abstract
Over the last few decades, survey research has witnessed a number of developments 
that have affected the quality of data that emerge using this methodology. Using the 
total survey error (TSE) approach as a point of departure, this article documents 
chronic challenges to data quality. With the aim of facilitating assessments of data 
quality, this article then turns to best practices in the disclosure of survey findings 
based on probability and nonprobability samples. Finally, (p)reviewing the use 
of technology and social media, it provides an overview of the opportunities and 
challenges for survey research today.
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Journalism and mass communication research relies heavily on survey research as a 
social scientific method. Indeed, the prevalence of survey-based data is reflected in 
numerous streams of research across the globe: Agenda-setting effects are deter-
mined by asking individuals what they perceive to be the most important problem 
(MIP) in a given area (McCombs & Shaw, 1972; see Brosius & Haas, 2011, for a 
recent review). Similarly, individuals’ reports of their perceptions of social reality 
provide the basis for research in cultivation (Morgan & Shanahan, 2010) and the 
spiral of silence (Donsbach, Salmon, & Tsfati, 2013; Noelle-Neumann, 1993). 
Surveys also have been the mainstay for studies of journalists, whether in the United 
States (e.g., Weaver, Beam, Brownlee, Voakes, & Wilhoit, 2006) or overseas (e.g., 
Hanitzsch & Berganza, 2012).
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Regardless of the conditions under which these published data have been col-
lected—perhaps as a stand-alone survey or as part of an omnibus; perhaps by tele-
phone, mail, or web; and perhaps in conjunction with content analyses or some other 
research methods—several commonalities emerge. First, contemporary survey data 
are not uncommon in the pages of the journals of our discipline. According to an 
analysis undertaken for this article (the key findings of which are reported later), the 
empirically oriented association-wide journals of the International Communication 
Association and the Association for Education in Journalism and Mass 
Communication—Journal of Communication, Human Communication Research, 
Communication Theory, Journal of Computer-Mediated Communication, and 
Journalism & Mass Communication Quarterly—published more than 1,150 articles 
between 2008 and 2014. Of these articles, 27.7% relied in part or fully on survey data 
to support their conclusions.

This figure is higher than the 20% Trumbo (2004) reported in his canvassing of 
eight journals from Communication Monographs, Communication Research, Critical 
Studies in Mass Communication, Human Communication Research, Journal of 
Broadcasting & Electronic Media, Journal of Communication, Journalism & Mass 
Communication Quarterly, and Quarterly Journal of Speech. However, this 27.7% is 
similar to the 31% emerging from Cooper, Potter, and Dupagne’s (1993) sample of 
articles from these same journals from 1965 to 1989.

Second, because these articles have undergone peer review, expert referees and the 
editors presumably have vetted the final product on its theoretical, methodological, 
and analytical fronts. But more importantly, these reviewers also would have assessed 
the extent to which the authors have made a compelling case for their study—the 
investigation presumably contributes to the literature and has significant theoretical 
and practical implications. As Donsbach (2006) advocated, we should “strive for 
research that has the potential to serve such general human and democratic values and 
norms, that is, ‘research in the public interest’” (p. 447).

Relevance notwithstanding, academic disciplines demand data that are reliable and 
valid, and journalism and mass communication is no different. Such fundamental issues 
are longstanding, and can be traced back to joint efforts in the 1940s by the National 
Research Council and the Social Science Research Council, the goal of which was to 
assess “the validity of statements, opinion, and information furnished by respondents” 
(Turner & Martin, 1984, p. 3). Today, these issues are no less vital as survey data, which 
facilitate the description of large populations, provide the basis for policy making and 
planning, as in the case of the U.S. decennial census or election polls.

Despite the sustained use of survey research, the methodology has not remained 
unchanged, particularly given technological and social developments. Against this 
backdrop, this article first presents an overview of how survey research is evaluated, 
and then reviews chronic and contemporary threats to data quality. Given shifts in 
technology (e.g., the increasing prevalence of smartphones and social media), this 
article details some best practices in the disclosure of survey findings. In doing so, it 
identifies challenges and potential opportunities for survey research in journalism and 
mass communication.
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The Total Survey Error (TSE) Framework as Guiding 
Principle

A guiding principle to evaluate the quality of survey research is the TSE framework. 
TSE can be summarized as the difference between a survey estimate and the true value 
of a parameter in the population of interest (Biemer & Lyberg, 2003). Although the 
survey literature includes several variants of the basic framework (e.g., Groves et al., 
2004; Weisberg, 2005), a commonality is that TSE breaks the survey process into steps, 
such as survey design, collection, and estimation, and links the potential sources of 
error to those steps. The importance of TSE as a guiding principle cannot be underesti-
mated, as it gives researchers a common “language” with which to assess the quality of 
survey research. Indeed, TSE has been described as the “central organizing structure of 
the field of survey methodology” (Groves & Lyberg, 2010, p. 849).

Biemer and Lyberg (2003) provided a concise conceptual overview of TSE that 
guides researchers through the error dimensions inherent in the survey process. First, 
specification error can result when the wrong survey question is used to measure the 
concept of interest. Then, frame error can occur if a biased or incomplete set of indi-
viduals is used to draw the survey sample. Next, nonresponse error occurs when 
selected individuals do not respond to the survey or to certain items in the survey, 
biasing the estimates. Measurement error is introduced when the survey interviewer or 
respondent does not interpret, administer, or react to the questions in the survey as 
intended in the design. Finally, processing error results when there are problems with 
the editing, entry, or coding of data; the calculation and application of survey weights; 
or the process of data tabulation.

All these types of errors can undermine the reliability and validity of the data col-
lected. However, for the journalism and mass communication scholar whose primary 
goal is to craft a survey, we highlight some common ways in which specification error 
and measurement error can manifest themselves and ways to preempt or address them. 
Opting to focus on these particular types of errors does not imply the lack of import of 
the other types. Indeed, we refer the interested reader to Groves et al. (2004); Rossi, 
Wright, and Anderson (1983); and de Leeuw, Hox, and Dillman (2008).

Chronic Challenges to Data Quality

Survey research permits the collection of data in a relatively standardized format. 
However, in face-to-face and telephone interviews, these data are collected from an 
inherently social situation with an interviewer present in some form. First, the inter-
viewer must make contact with an individual. If and when contact is made, the social 
nature of this interaction will likely shape how an individual responds—and certainly, 
whether he or she chooses to participate in the survey at all. Dillman (1978; see also 
Dillman, Smyth, & Christian, 2014) drew upon social exchange theory (Thibaut & 
Kelley, 1959) to explain a potential respondent’s decision to participate in a survey. 
Specifically, participation is more likely to occur if one engages in a cost–benefit 
analysis and perceives the rewards (e.g., answering an interesting questionnaire) to 
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outweigh the costs (e.g., finding the time to participate or being embarrassed by not 
understanding a question), and if sufficient trust is established with the interviewer 
(e.g., via a token of appreciation or legitimate sponsorship of the survey).

Assuming the interviewer has succeeded in contacting and converting the potential 
respondent to an actual respondent, it is insufficient to assume that all data collected 
from the respondent are usable. According to Tourangeau, Rips, and Rasinski’s (2000) 
model of the survey response process, respondents generally need to comprehend the 
question being asked of them, retrieve the relevant information, use that information 
to make the required judgments, and select and report their answer. Unfortunately, 
considerable variance can exist in the degree to which respondents comprehend, 
retrieve, judge, and respond accurately. This section focuses on some common con-
cerns that threaten survey researchers’ goal in collecting reliable and valid data.

Social Desirability Bias

In constructing surveys, researchers need to craft items that all respondents will inter-
pret in the same manner, and are willing and able to answer accurately. This is no easy 
feat given the breadth of topics about which surveys are written. One of the most com-
mon sources of measurement error—response bias, in this case—is social desirability 
bias, the tendency to portray oneself as a “good respondent” or someone whose 
thoughts, attitudes, and behaviors are socially acceptable.

Social desirability bias can arise for items dealing with highly sensitive topics such as 
drug use, sexual behaviors, and criminal behavior. It also is an issue for attitudinal items 
that relate to controversial political and social issues such as abortion and race relations. 
For instance, in the height of the Civil Rights era, African American respondents reported 
higher levels of hostility toward Whites and greater militancy when the interviewer was 
African American (as opposed to White; Schuman & Converse, 1971). Social desirabil-
ity bias also can arise for ostensibly innocuous questions common in journalism and 
mass communication research, such as the number of days one reads a newspaper. In 
short, the level of sensitivity of a question can vary by individual, social group, or cohort. 
In the case of marijuana, one might expect markedly different latitudes of acceptance 
between Dutch and American respondents, as well as differences between older and 
younger respondents (Lensvelt-Mulders, 2008), or among those residents in American 
states where marijuana is legal compared with those in states where it is not.

Despite early studies of social desirability bias during an era when face-to-face 
interviews were the norm, this phenomenon can emerge even without the presence of 
a physical being collecting data. In fact, the move toward self-administered modes of 
data collection, particularly mail and web-based surveys, has likely reduced inter-
viewer effects, but sometimes, the topic or question wording unknowingly signals 
what is acceptable. An item on frequency of newspaper reading or television news 
viewing is presumably straightforward; respondents are asked the number of days (or 
how often) they read a newspaper or watch television news. But those respondents 
who do not consume news—who would answer “zero days” or “never” under ideal 
(fully truthful) conditions—still might feel pressure to report a more socially desirable 
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response. Conversely, an item that asks respondents the frequency with which they 
watch game shows or reality television shows can nudge viewers to report levels of 
exposure that are lower than actual levels.

Hence, scholars regularly include prefatory language that makes it acceptable for 
the respondent to report lower levels of (or no) news consumption or high levels of 
exposure to lighter fare (e.g., “Different people spend different amounts of time with 
the news. How often do you . . .”). Including a more permissive frame of reference can 
greatly reduce social desirability bias. As Prior (2009) recommended, the validity of 
conclusions drawn about media effects can be improved when researchers encourage 
comparison with others.

Scholars across a number of disciplines also have begun to employ list experi-
ments, or item-count techniques. In this design, respondents are assigned to a control 
or treatment group. Those in the former are presented with a list of nonsensitive items 
(e.g., behaviors, policies) and asked to identify how many they have engaged in or 
supported. Individuals in the treatment group are given the same list plus the one sen-
sitive item that is of interest. Exemplified in their seminal list experiment involving 
racial prejudice, Sniderman, Tetlock, and Piazza (1992) randomized participants into 
either a control group or one of two treatment conditions.

Now I’m going to read you (three/four) things that sometimes make
people angry or upset. After I read all (three/four), just tell
me HOW MANY of them upset you. (I don’t want to know which ones,
just how many.)

Version 1: (Basic three items)

(1)	the federal government increasing the tax on gasoline
(2)	professional athletes getting million-dollar-plus salaries
(3)	large corporations polluting the environment

Version 2: (Add black family)

(1)	the federal government increasing the tax on gasoline
(2)	professional athletes getting million-dollar-plus salaries
(3)	large corporations polluting the environment
(4)	a black family moving next door to you

Version 3: (Add black leaders)

(1)	the federal government increasing the tax on gasoline
(2)	professional athletes getting million-dollar-plus salaries
(3)	large corporations polluting the environment
(4)	black leaders asking the government for affirmative action

How many, if any, of these things upset you?

Given a large enough sample, the difference between the average responses of the two 
groups becomes the population proportion that has engaged in the behavior or 
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supports the policy of interest. Although the list experiment was initially better suited 
for scholars who did not need more than differences in mean responses, analytical 
techniques have evolved to allow researchers to discern who in the treatment condition 
is more likely to select the sensitive item (Blair & Imai, 2012; A. N. Glynn, 2013).

Questionnaire Construction

Questionnaire construction is deceptively simple. After all, soliciting information in 
some fashion is part and parcel of everyday life. Unfortunately, the ease with which 
questions are asked and answered in daily routines belies the difficulty of asking 
standardized survey questions that produce reliable and valid data. Hence the need to 
pilot-test survey items, if not the entire questionnaire. In fact, survey researchers 
regularly employ a host of methods to gauge the viability of survey items. These 
include cognitive interviewing (Willis, 2005), rigorous expert review and focus 
groups, and usability testing, to name but a few (see U.S. Bureau of the Census, 2003, 
for an overview).

Researchers need to ensure clarity of meaning, avoid possible misinterpretations, 
and determine whether the items elicit sufficient variance in responses. Such assur-
ances are particularly necessary when deploying new survey items or adapting items 
for study in a new context. For instance, in operationalizing the public in her spiral of 
silence theory, Noelle-Neumann (1974) offered respondents a hypothetical train test, 
in which respondents were asked their likelihood of expressing their opinion among 
fellow travelers during a train journey. This train-test measure, deployed in Germany, 
could not be used in its original formulation everywhere as train travel in Germany is 
particularly commonplace. Consequently, early U.S.-based research on the spiral of 
silence operationalized public as “a social gathering of people you know” (C. J. Glynn 
& McLeod, 1984, p. 734). Today, with sea changes afforded by technology, opinion 
expression is measured in terms of willingness to speak out in online chat rooms (Ho 
& McLeod, 2008), comment on social media (Gearhart & Zhang, 2014), and provide 
online reviews (Askay, 2015).

Surveys are not one-size-fits-all. Researchers therefore need to identify what spe-
cific types of questions best serve their needs and ultimately how to ask those ques-
tions. To begin, has the topic of interest been sufficiently studied to warrant the use of 
closed-ended questions? These items, which provide the respondent a set of standard-
ized answers from which to choose, are significantly easier to answer than open-ended 
items. Their responses also facilitate comparisons and typically are easier to analyze. 
However, the use of closed-ended questions makes the very important assumption that 
the responses offered to the respondent will span the universe of possible answers.

Open-ended questions, on the contrary, allow respondents to answer in their own 
words and, therefore, are viewed as being more valid. The MIP question, often the 
outcome variable in agenda-setting studies, is routinely asked in professional surveys: 
The Gallup Poll regularly includes an MIP item on its national surveys. Also, as a 
multicountry undertaking, the Eurobarometer asks its respondents what two most 
important issues face their country, their community, the European Union, and 
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themselves at the moment. Academic surveys such as the American National Election 
Studies (ANES) include not only the MIP, but also open-ended items asking respon-
dents what they like and dislike about specific candidates and parties. However, the 
range of potential answers to open-ended questions is vast, as great interviewer vari-
ability exists in handling these questions (Sheatsley, 1983). Consequently, their coding 
may be burdensome, with the MIP question in the 2004 ANES utilizing 154 categories 
(Lupia, 2008). Also, as with any content analysis, coding of open-ended responses 
requires training and assessment of intercoder reliability (Lacy, Watson, Riffe, & 
Lovejoy, 2015).

Survey researchers who rely on closed-ended questions often use ratings scales 
(e.g., Likert-type scales, semantic differential items, or feeling thermometers). Ratings 
scales are particularly useful as they can facilitate the solicitation of responses and 
reduce the time the survey takes overall. This is especially true when matrix questions 
are used, or when several questions utilize the same answer categories and are asked 
sequentially. However, increasing the ease of responding can also increase response 
set, the tendency for individuals to answer a series of questions in the same way (all 
“yes” or all “disagree”; Sudman & Bradburn, 1982). In the case of attitudinal items, 
the statements can be regularly alternated such that responses on one end of the rating 
scale do not all reflect greater support of that statement. This regular alternating of 
statement direction (while keeping the scale constant) introduces the potential for 
greater cognitive effort on the part of the respondent, which ultimately can enhance 
data quality.

Many principles of question wording speak to the need for what Lupia (2016) char-
acterized as clarity of purpose and universality of meaning. The typical television-
exposure item (“How often did you watch television during the last week?”) is riddled 
with variance in interpretation. Some individuals may define “watching television” as 
actively viewing, whereas others may interpret it more loosely (i.e., as having the tele-
vision set on, more aligned with data captured by Nielsen). The temporal parameter 
included in the item also raises questions as to whether a respondent provides an answer 
based on weekdays only, the full week prior to the day the data were collected, or eve-
nings only (Belson, 1981). Exacerbating matters today is the streaming of televised 
content, such that television sets are no longer needed—and questions about frequency 
of watching evening news in the traditional (real-time) sense can be problematic.

Clarity in surveys can be easily threatened by, for example, double-barreled items 
that really ask two questions in one. The item “To what extent do you support British 
and American immigration policies?” in fact requires the respondent to tap into his or 
her attitudes about policies in two different countries, and should these attitudes 
diverge, responses likely would not allow him or her to register support for one coun-
try’s policies and opposition to the other’s.

Similarly, questions that include double negatives are problematic. Termed an 
“extreme example” (Weisberg, Krosnick, & Bowen, 1996) and “a modern cautionary 
tale” (Ladd, 1994), the oft-cited 1992 Holocaust survey conducted by the Roper 
Organization on behalf of the American Jewish Committee emblematizes the prob-
lems raised by double negatives. Framed as a yes-no question, the key item asked, 
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“Does it seem possible to you, or does it seem impossible to you that the Nazi exter-
mination of the Jews never happened?” That 22% of adults expressed belief in this 
possibility led to a public outcry over the prevalence of anti-Semitism. It also led the 
Gallup Organization to test the effects of question wording. In this second study, half 
of all respondents were posed the question asked by Roper, whereas the other half 
were asked, “Do you doubt that the Holocaust actually happened, or not?” The per-
centages were markedly different across the two groups—33% for the former and 9% 
for the latter.

Leading questions also threaten the reliability and validity of survey data. Because 
so much of survey research in journalism and mass communication research is grounded 
in public affairs issues, researchers are often challenged by presenting the issue neu-
trally and in a way that does not nudge the respondent to answer in a particular way. For 
instance, in trial-heat surveys, which offer hypothetical matchups between candidates 
running for office (“If the election were held today, would you vote for . . . ?”), respon-
dents can be given the names of two candidates. Sometimes, the candidates’ names 
might be labeled with their party affiliation (Democrat Barack Obama or Republican 
Mitt Romney), or in the case of a race in which an incumbent is running, the two can-
didates might be labeled by their relative position (President Barack Obama or chal-
lenger Mitt Romney). As the large corpus of literature in framing indicates, the inclusion 
of such information can shape political attitudes and beliefs (or in this case, reported 
intended behaviors; see Scheufele & Iyengar, 2014, for a recent review). In this case, 
this information can activate a respondent’s partisanship or a pro-establishment bias; 
such orientations work alongside numerous other predictors such as name recognition, 
particularly in low-level races (Kam & Zechmeister, 2013).

Achieving clarity in surveys means understanding what respondents (or members 
of the researcher’s population of interest) know about an issue. If the topic of study is 
not too salient or is relatively new on the social and political landscape, researchers 
might benefit from providing additional information yet avoiding inundating the 
respondent with information. As Saris and Gallhofer (2007) observed, questions can 
also be extended without offering new information in a way that can lead to more 
accurate data. Using abortion as an issue of interest, they noted how the question 
“Should abortion be legalized? (no/yes)” can be lengthened as follows: “The next 
question concerns the legalization of abortion. People have different opinions about 
this issue. Therefore, we would like to know your personal opinion. Can you tell me 
what your opinion is, should abortion be legalized? (no/yes)” (Saris & Gallhofer, 
2007, pp. 133-134). This longer question clearly does not include substantively new 
information, but it can provide the respondent more time to think and therefore can 
lead to enhanced data quality. If, however, the topic of study is well-trodden (e.g., local 
crime or the economy), including information in general measures of these topics can 
be unnecessary and burdensome to the respondent.

Finally, regardless of the questions asked, question order should always be a con-
sideration. Because the survey response process (Tourangeau et al., 2000) is predi-
cated in large part on the information the respondent had before the onset of the survey 
and/or was exposed to during the interview process, question order matters. Common 
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question-order effects are consistency effects, in which respondents give consonant 
answers to two or more questions (Schuman & Presser, 1996), and contrast effects, 
when respondents consciously reject the influence of prior questions when answering 
a particular item (Smith, 1992). The potential for question-order effects is why polling 
organizations ask their MIP and approval-rating questions before questions about spe-
cific policies and issues.

Best Practices in the Disclosure of Survey Findings

Reporting Data From Probability Samples

Given the aforementioned challenges to survey quality, and considering the other 
sources of error addressed by the TSE framework, this section presents best practices 
for the reporting of survey findings. Understanding these sources of error and how 
they can affect survey estimates is critical in evaluating the quality of the figures and 
conclusions drawn from the data. The American Association for Public Opinion 
Research (AAPOR; 2010) advocates that upon release of a survey-based report, spe-
cific types of information (at a minimum) are disclosed immediately.

This information includes (a) who sponsored the research, who conducted the study, as 
well as who funded it; (b) the exact wording and presentation of questions and responses; 
(c) a full description of the population under study and sampling frame used to identify it; 
(d) a description of the sample design, and method of respondent selection (i.e., using 
probability or nonprobability sampling); (e) sample sizes and a discussion of the precision 
of the findings, including estimates of sampling error and weighting or estimating proce-
dures; and (f) the method(s) and dates of data collection. AAPOR (2015) also advocated 
for the reporting of response rates computed according to its Standard Definitions.

In their review of nearly 500 survey-research-based articles published in four mass 
communication journals between 2001 and 2010 using the TSE framework, Ha et al. 
(2015) found the lack of information on response rates and survey limitations to be 
common problems.

In our aforementioned content analysis of journal articles published during an over-
lapping period (2008-2014), we found quite some variance in the types of surveys 
employed as well as the extent to which methodological details were provided. First, 
nearly two-thirds (63.3%) of survey research articles utilized primary data, and the 
plurality of articles were based on online surveys (40.9%). Telephone surveys and 
face-to-face surveys were still common, at 26.4% and 24.8%, respectively; mail sur-
veys appeared least frequently, in 7.9% of survey-based articles.

Across the 330 survey-based articles, mention of the population studied was near-
universal, and four in five articles mentioned the sample design. Seven in 10 men-
tioned the dates of fieldwork, and less than half (48.5%) noted the study’s response or 
cooperation rate. The provision of question wording varied greatly: Over a third 
(38.5%) of articles provided a general description of the questions used; nearly a half 
(46.7%) supplied the exact wording for some of the key measures; and only 14.8% 
noted the exact question wording for all items.
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Notably, significant differences emerged between articles based on primary data 
versus secondary data. As shown in Table 1, modes of data collection were distributed 
significantly differently across the two groups of articles. Specifically, half of the arti-
cles based on primary data collection efforts utilized web surveys (50.7%), whereas 
more than half of the articles based on secondary data came from telephone interviews 
(52.3%). It is reasonable to assume this difference stems in part from the relative 
financial ease with which Internet-based surveys are conducted.

In addition, authors who utilized secondary data tended to be significantly more 
likely to disclose methodological details (bottom half of Table 1). Those relying on 
secondary survey data were significantly more likely to report the dates of fieldwork, 
the sample design, and the response or cooperation rate. However, they were no more 
likely than those analyzing their own primary data to note the population studied or 
provide caveats and limitations to their study.

A cursory look at these data would be cause for both pessimism and optimism. 
However, less than full adherence to AAPOR’s disclosure standards cannot be viewed 
necessarily as flagrant disregard on the part of the researchers. Rather, the content that 
gets published (or not) in an article likely stems in part from the prioritization set by 
reviewers, not to mention space constraints and word limits set by editors.

Fortunately, publishers have begun to recognize the impact of these constraints, and 
journals now offer authors the opportunity to provide additional information online. 

Table 1.  Comparison of Methodological Details in Articles Based on Primary-Versus 
Secondary-Data Collection Efforts.

Data collection

Methodological details
Primary 

(n = 209)
Secondary 
(n = 107) χ2 df, p value

Mode of data collection 60.83 3 df, p < .000
  Face-to-face 29.2 17.8  
  Mail 7.7 7.5  
  Telephone 12.4 52.3  
  Web 50.7 22.4  
Dates of fieldwork 57.4 93.5 43.46 1 df, p < .000
Question wording 8.04 2 df, p < .018
  General description of all items 41.6 31.8  
  Exact wording for some items 47.4 45.8  
  Exact wording for all items 11.0 22.4  
Population studied 99.5 98.1 1.46 1 df, p < .228
Sample design 75.6 87.9 6.58 1 df, p < .01
Response or cooperation rate 40.7 59.8 10.41 1 df, p < .001
Limitations 84.7 81.3 0.59 1 df, p < .443

Note. The articles presented here do not total 330, as coders could not discern whether some articles 
employed primary or secondary data.
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Such information can include supplemental analyses, details about measurement, and 
information about question wording (e.g., Tesler, 2015), even data sets and codes for 
data analysis (e.g., Kiewiet de Jonge, in press). Online appendices offer an easy way 
of sharing information that ranges from text-based background information to more 
complex video footage. As a vehicle, these supplemental repositories have great 
potential to move survey researchers closer to the disclosure practices recommended—
and indeed, greater transparency. Such opportunities align with current efforts such as 
the Data Access and Research Transparency (DA-RT) movement begun in political 
science, the AAPOR Transparency Initiative, and the Berkeley Initiative for 
Transparency in the Social Sciences (BITSS). These efforts emphasize the need for 
open science that ultimately will enhance the credibility, legitimacy, and value of 
social science research.

Reporting Data From Nonprobability Samples

When surveys are conducted without the benefit of probability sampling (i.e., not every 
member of the frame has a known and nonzero chance of selection), researchers should 
pay particular attention to reporting their methods and conclusions such that the research 
consumer can fully understand the assumptions and limitations stemming from the sam-
pling approach. Nonprobability methods have been used increasingly with the rise of 
online surveys (Baker et al., 2013). These surveys typically employ panels of individuals 
prerecruited for the convenience of the researcher. Such panels, also termed “opt-in pan-
els,” are an especially attractive option for researchers faced with time or cost constraints. 
The literature includes several examples of research employing nonprobability designs 
yielding results that are comparable with, or even superior to, probability surveys. 
Preelection polling in particular has relied on nonprobability methods increasingly in 
recent years (e.g., Silver, 2012; Twyman, 2008; Vavreck & Rivers, 2008).

To recruit these panels, providers such as Harris Interactive, YouGov, and Toluna 
often use quotas or other methods to ensure that, to the fullest extent possible, the 
makeup of the panel reflects the demographic distributions present in the general pop-
ulation. To account for the convenience design of opt-in panels, researchers compen-
sate for the lack of known selection probabilities when analyzing their data. They 
utilize strategies such as sample matching with probability-based sources (Vavreck & 
Rivers, 2008), frequency-distribution matching (Rothman & Greenland, 1998), and 
propensity score models for bias reduction (Terhanian & Bremer, 2012). Overall, 
weighting is the most common strategy employed to correct deviations of the sample 
from the population of interest (see Pasek, 2015, for a recent application).

While probability samples have the benefit of the TSE framework for evaluation, 
nonprobability samples cannot fit into a single rubric of quality. In such cases, transpar-
ency is essential. Making inferences from any probability or nonprobability survey 
requires some reliance on modeling assumptions. Baker et  al. (2013) concluded that 
“non-probability samples may be appropriate for making statistical inferences, but the 
validity of the inferences rests on the appropriateness of the assumptions underlying the 
model and how deviations from those assumptions affect the specific estimates” (p. 5).
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The utility of online samples and the quality of data emerging from such samples 
continue to be topics of great debate and concern. At the same time, single-digit 
response rates from probability-based samples, coupled with recent election forecast-
ing debacles in the United States, the United Kingdom, and Israel, raise questions 
about the quality of data from more “traditional” surveys. So despite a growing accep-
tance of online surveys, a healthy skepticism remains. For example, according to the 
Pew Research Center (2015), the viability of online polling is made possible by “the 
fact that the vast majority of Americans now use the internet.” The report goes on to 
state, “But 89% [today’s internet adoption rate] is not 100%, and surveys that include 
only those who use the internet (and are willing to take surveys online) run the risk of 
producing biased results.” In a comparison of web- and non-web-based samples, the 
Pew Research Center found over two-thirds of 406 items had a 0- or 1-point differ-
ence. However, as web-based samples are biased in their responses to Internet- and 
technology-related items, journalism and mass communication scholars interested in 
assessing point estimates of new media use need to take note. Regardless of the levels 
of optimism or concern regarding online polls, they are here to stay. As SurveyMonkey’s 
Jon Cohen noted, “The reality is that people are responding to surveys. We need to 
meet people where they are” (Higgins, 2015).

With all the data generated by the proliferation of web-based surveys, how then 
does the research consumer assess the survey design and results of data collected from 
a nonprobability design? According to AAPOR, it is vital for researchers to fully 
describe the methods used to draw the sample, collect the survey data, and make infer-
ences from the data collected. The report warns against “black-box” methodologies 
that, coupled with inadequate information, will impede assessments of the quality of 
research.

Opportunities and Challenges for Survey Research Today

Until the 1990s, surveys were conducted almost exclusively in person, via landline 
telephone, and by mail. As our content analysis of survey-based articles illustrates, 
today web-based surveys are relatively commonplace in journalism and mass com-
munication research (see Hoffman & Young, 2011, who juxtapose their use against the 
use of telephone and mail surveys). The Internet aside, recent trends in survey research 
and developments on the communications landscape have introduced opportunities 
and challenges for the field.

Survey Research in an Era of Technology (Mobile Devices)

The increasing reliance on technology to conduct survey research has been fueled by 
the decline in landline telephone coverage, which in the United States has decreased 
such that nearly half of all households can no longer be reached this way (Blumberg & 
Luke, 2015). Cellular telephones and related mobile devices have become the norm, 
but researchers face significant costs and stringent rules about contacting individuals 
via a mobile device. However, the increased functionality brought about by the digital 
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age has expanded how people access and share information via these devices. With the 
rapid adoption of smartphones, researchers have new options to supplement or even 
replace more traditional methods.

Much research on mobile surveys to date has focused on response to web surveys 
via a mobile browser, looking at, for example, issues related to viewability, the impli-
cations of employing long lists of questions, and breakoffs (Buskirk & Andrus, 2012). 
However, other mobile tools have the potential to provide “in-the-moment” data on a 
continuous basis throughout the day, including location-based or event-based survey 
data. Respondent location on mobile devices can be determined via global positioning 
software (GPS), and the supplementation of survey data with visual data, such as pho-
tos or videos of the respondent’s local environment, is a real possibility in this new 
age. These opportunities are exemplified in Bailey et  al.’s (2011) study of South 
Africans during the 2010 World Cup.

Pertinent to journalism and mass communication scholars, smartphones allow for 
the better understanding of how individuals engage with media and technology. The 
Pew Research Center (2015) conducted an “experience sampling” survey of smart-
phone owners who were contacted twice a day for a week. At each point of contact, 
these individuals were asked how they had used their phone in the hour immediately 
preceding the survey. This study allowed researchers to discern the smartphone features 
and apps the smartphone owners used, where they were used, the types of problems the 
phones were used to solve, and the emotions the owners felt in using their devices.

Such a “mobile exposure diary,” as Ohme, de Vreese, and Albaek (in press) see it, 
can be used to effectively collect data frequently from short and simple surveys. These 
“diaries,” which ask about specific media content in short lapsed periods, presumably 
require less cognitive effort. Ohme et al.’s exposure measures follow their audio-page-
stream typology: Respondents are first asked where they heard about politics today, 
then where they read about politics today, and finally, if they were exposed to political 
information on social media, what they actually read.

Within the possibilities for leveraging mobile technology for research, one specific 
area of promise is the use of short message service (SMS), also known as text messag-
ing or texting, to engage and interact with survey respondents. Researchers are now 
using text to remind respondents to reply to surveys (Virtanen, Sirkia, & Iokiranta, 
2007), to learn about the working status of mobile phones (Buskirk, Callegaro, & Rao, 
2010; Steeh, Buskirk, & Callegaro, 2007), and even to conduct short self-administered 
surveys (e.g., Down & Drake, 2003). Schober et al. (2015) have extensively studied 
the utility of the latter application, comparing text interviews versus voice interviews 
with both human and automated interviewers. They find that text surveys require more 
time to administer but can result in higher completion rates, respondent satisfaction, 
and data quality. Importantly, they find text messaging allows researchers to interact 
with respondents in a medium that matches today’s communication norms. The asyn-
chronous nature of texting allows respondents to respond to each item when conve-
nient and when they are able to reflect on the question at hand. The lack of a physically 
present interviewer can even foster more honest and candid responses in text inter-
views compared with voice interviews.
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Regardless of the new possibilities for engaging with and collecting data from 
respondents, mobile devices come with their own set of considerations and limitations 
that should be considered before they are employed for survey research. The AAPOR 
Task Force on Emerging Technologies (Link et  al., 2014) advocates that mobile 
research must match the tools and task to the respondents. Mobile devices may be 
appropriate for some (but not all) types of data collection, and for some (but not all) 
respondent types. Researchers should carefully consider the appropriateness of mobile 
methods before they are employed in a research study. Researchers also should follow 
established guidelines for contacting cell phones; after all, laws and guidelines for 
contacting respondents via cell phone often apply to other uses of mobile technology 
for research.

In this age of smartphone ubiquity, researchers must also recognize that if they are 
conducting online surveys, they are conducting mobile surveys. Unless response is 
restricted to desktops and laptops, some individuals will attempt to respond on a 
mobile device. Unless consideration has been given in advance to the appearance and 
functionality of the web survey in a mobile setting, data quality can be seriously 
adversely affected. This suggests the importance of keeping the survey tasks short and 
simple and remembering that mobile respondents typically have little time to partici-
pate in a study “on the go.” It is also important to be respectful of respondents’ time 
and the limitations of screen real estate to provide a task that fits the practical limita-
tions and requirements of the user and device. Finally, researchers must remember 
that, as with other types of survey research, pretesting is essential. Mobile research 
requires as much, if not more, pretesting to assure that respondents on a variety of 
devices and in a variety of environments are in position to supply the highest quality 
data with the lowest amount of measurement error possible.

Survey Research in an Age of Social Media

Beyond mobile technologies, other changes in communications are altering the 
research landscape, opening new opportunities to measure behaviors and opinions but 
also introducing new challenges for measurement. In particular, the advent of social 
media has changed the ways in which individuals both access and share information. 
It also has afforded researchers new data collection tools and alternative sources of 
data to augment or potentially replace some traditional methods.

Social media have been used in recent years to actively supplement the survey pro-
cess through questionnaire development, recruitment, locating, and other applications. 
To inform questionnaire design, researchers typically employ methods such as cognitive 
interviewing and focus groups with members of the target population. Recruiting partici-
pants and conducting interviews in person, however, can be costly and time-consuming. 
Geographic diversity in these pretests is also usually limited to the local area of a cogni-
tive laboratory or focus group facility. Through social media, options exist to target, 
advertise, recruit, and even conduct self-guided cognitive interviews or online focus 
groups (see Murphy, Keating, & Edgar, 2014, for a full discussion). Social media plat-
forms can also be used for direct recruitment of nonprobability samples for surveys. 
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Advertisements on sites like Twitter and Facebook can be targeted to individuals fitting 
specific profiles based on demographics, interests, and the content of their posts. For 
example, Bhutta (2012) used such platforms to successfully recruit 3,500 Catholics to 
complete an online survey rapidly and at a low cost. Regarding locating, several research-
ers have used Facebook to supplement the task of finding and contacting participants in 
longitudinal studies (Borie-Holtz, 2012; Fleeman, Francis, Henderson, Woodford, & 
Jani, 2013; Jaffee & Mills, 2012; Rhodes & Marks, 2011).

Social media have also been used passively, or without any interaction between a 
researcher and subject, as both an alternative and a supplement to traditional survey 
research methods. This is possible through accessing the large amounts of content-
analyzable data posted by individuals and made available through the application pro-
gramming interfaces (APIs) provided by most social media platforms. Such “big data” 
sources represent massive potential and challenges for survey research (Japec et al., 
2015). Their allure, in part, is that social media content contains individual behavior, 
attitudes, and opinions, among other information.

Twitter, in particular, has been used to passively study public opinion in many 
recent research articles. It is an attractive platform for researchers given its popularity, 
public availability of data, access to network structures between individuals, and the 
manageable size of posts—Twitter limits posts or “tweets” to 140 characters. Recent 
research has focused on Twitter’s potential to reflect public opinion and applications 
for its political and social research (e.g., Cavazos-Rehg et al., 2015; Ceron, Curini, 
Iacus, & Porro, 2014; Murthy & Petto, 2015; O’Connor, Balasubramanyan, Routledge, 
& Smith, 2010). These studies assume that the content people share on Twitter reflects 
their attention at a given time, and therefore can provide insights into their behaviors 
and opinions on a variety of topics. Twitter has been used to measure reactions to 
breaking news, the outbreak of diseases, and other public phenomena (Bandari, Asur, 
& Huberman, 2012; Hu et al., 2012; Lanagan & Smeaton, 2011; Petrovic et al., 2013). 
These studies generally demonstrate an ability of Twitter to conform to other tradi-
tional data sources like surveys or predict outcomes in elections. However, other 
researchers have found inconsistent results, especially in the political arena (Gayo-
Avello, 2011, 2013; Jungherr, Jürgens, & Schoen, 2012).

Challenges with using Twitter, or other social media data, in research stem from 
the lack of coverage and systematic methods for determining and controlling error 
sources. For instance, only 23% of online adults in the United States use Twitter 
(Duggan, Ellison, Lampe, Lenhart, & Madden, 2015). In addition, Twitter users are 
not always individuals. Businesses, media outlets, and even spammers employ 
Twitter to share and promote certain content. Finally, much of the process of deriv-
ing opinion from social media data relies on assumptions made by the researcher in 
choosing the appropriate keywords in searching content and in training computer 
algorithms to automatically detect and code “sentiment” or positive, neutral, and 
negative opinions on a particular topic. The conclusions drawn can vary depending 
on the choices and assumptions made by the researcher in organizing and interpret-
ing the social media data, so documentation of the process is vital for evaluating the 
research conducted.
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For survey researchers, the greatest value may come from the use of social media in 
conjunction with surveys. The active applications for questionnaire design, recruitment, 
and locating are options along with hybrids of active and passive analysis; for instance, 
Murphy (2014) surveyed individuals and then supplemented their responses with infor-
mation gleaned from the content they posted on Twitter. The AAPOR Task Force Report 
on Social Media in Public Opinion Research (Murphy, Link, et al., 2014) provides a 
good reference for issues concerning the supplementing of survey data with social media 
resources, and possibilities for the future. The report suggests that social media may cur-
rently be best fit for deriving qualitative insights rather than survey-like point estimates. 
As with survey research, social media research will require replicable and transparent 
experimentation and reporting to gauge its viability as a source of behavior and opinion. 
A major outstanding question is whether online social media mean what we think they 
mean. To validate, further interaction with those who post social media to learn about 
their intentions and behaviors will be necessary.

Conclusion: Survey Research in an Age of Increasingly 
Prevalent Survey Research

To varying degrees, mobile technologies and social media are playing more prominent 
and familiar roles in survey research. The technologies that allow a survey to be 
designed and implemented in various manners also allow researchers to embed experi-
ments in surveys (or include more sophisticated survey designs in experimental 
designs). They also facilitate the ease with which survey research can be conducted on 
a cross-national comparative basis, an advantage given the number of issues that have 
become transnational, such as immigration, terrorism, women’s rights, and climate 
change.

In addition, as data collection and data transparency efforts become more wide-
spread, the replication of survey data, either for substantive or methodological pur-
poses, will become more routine. In other words, growing access to survey research 
data will make it significantly easier for scholars to mine data, pose hypotheses, and 
ask questions. However, an increase in access to data does not necessarily bring with 
it an increase in publishable research. As Holbert and Hmielowski (2011) wrote, “A 
researcher seeking out a data set that has already been collected for the purposes of 
addressing a specific research question cannot create something out of nothing (e.g., 
make a specific item materialize that was not collected)” (p. 92). In canvassing the 
terrain of secondary data analyses (many of which can be found in journalism and 
mass communication studies), they note that successful endeavors are marked by cre-
ativity. The choice of data, the creation of variables, and the data analyses of any sec-
ondary data analytic study can be assessed in terms of their novelty; effectiveness, 
derived from valid and reliable results; and authenticity, the degree to which the study 
represents and is true to a specific discipline.

Holbert and Hmielowski’s (2011) typology reminds all survey researchers that 
although the contours of journalism and mass communication and their constituent 
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methods, including survey methodology, continue to expand, issues of conceptualiza-
tion will always be key.
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